
RADIATION SHOCK DYNAMICS IN THE SOLARCHROMOSPHERE { RESULTS OF NUMERICAL SIMULATIONSMATS CARLSSONInstitute of Theoretical Astrophysics, P.O.Box 1029 Blindern, N{0315 Oslo,NorwayandROBERT F. STEINDepartment of Physics & Astronomy, Michigan State University, East Lansing,MI 48824, USAAbstract.We report results from self-consistent non-LTE radiation hydrodynamics simulations of thepropagation of acoustic waves through the solar chromosphere.It is found that enhancedchromospheric emission, which corresponds to an outwardly increasingsemi-empirical temperature structure, can be produced by wave motions without any increase inthe mean gas temperature. Thus, despite long held beliefs, the sun may not have a classicalchromosphere in magnetic �eld free internetwork regions.The dynamic formation of continuum radiation is described in some detail. Concepts thatwork well in static models do not necessarily work in the dynamic chromosphere. The contributionfunction for the intensity may be bimodal with one peak around �� =1 and another at a shock atsmaller optical depth. The mean height of formation will then be between those regions and haveno relation to either formation region.Above the photosphere, the source function is so decoupled from the Planck function thatvariations in intensity can not be taken as a proxy for gas temperature variations. The emergentintensity does not show the discontinuous rise signature of shock waves even for the continuaformed where the shocks are strong. Even in the photosphere a one-to-one correspondence betweenintensity variation and gas temperature variation is not possible because of the dependence of theformation height on the opacity and therefore on the temperature.The modi�cation of velocity amplitude and phase as a function of frequency and depth in theatmosphere is described with a transfer function. This function is found to be rather insensitive tothe input velocity �eld in the photosphere. By using the derived transfer function it is possible toconstruct piston velocities that give photospheric velocities that match observed Doppler shifts.The simulations closely match the observed behaviour of Ca II H2V bright grains. The forma-tion of bright grains is described in detail and both the brightness and the wavelength position ofthe grains are explained. It is found that the grain pattern is completely set by the velocity patternof the piston. The frequency components around 3 minute periods are found to be most importantbut with signi�cant modulation of the grain behaviour from the low frequency component of thevelocity �eld. The strength of grains is not directly proportional to the photospheric 3 minutepower but a result of interference between many modes.Key words: Hydrodynamics, Radiative transfer, Shock Waves, Sun: chromosphere1. IntroductionThe solar atmosphere is a dynamic radiating medium and many of its outstandingproblems require radiation-hydrodynamics for their investigation. Detailed compar-ison of the evolution of line pro�les observed with high spatial and temporal reso-



48 MATS CARLSSON AND ROBERT F. STEINlution with self-consistent radiation-hydrodynamic simulations provides a means fordeveloping diagnostics for atmospheric motions.We have developed a code that is capable of such a self-consistent radiation-hydrodynamic treatment under solar chromospheric conditions with the importantradiative transitions treated in non-LTE. Earlier schematic studies using sinusoidalmonochromatic driving velocity �elds (Carlsson and Stein, 1992) are here expandedto driving velocity �elds that reproduce observed Doppler shifts in photosphericlines. These simulations are used to show that the whole concept of a semistatic non-magnetic chromosphere is completely misleading. We also focus on the behaviourof the Ca II line pro�les, because new high quality data are now available (see othercontributions in these proceedings) and the question as to what drives the appearenceof K2V bright grains has been much debated recently (e.g., Rutten and Uitenbroek,1991, Rammacher and Ulmschneider, 1992, Rossi et al., 1992).The layout of the paper is as follows: In section 2 we describe the methods usedand in section 3 we describe the results with a detailed analysis of the formationof continuum radiation in section 3.1, the equivalent semi-empirical atmosphere insection 3.2 and the atmospheric transfer function in section 3.3. The formation ofH2V and K2V bright grains is discussed in section 3.4. The results are discussedin section 4 and the conclusions are given in section 5. Phase relations betweenintensity and velocity for the calcium lines are discussed in a companion paper.2. MethodWe solve the one-dimensional equations of mass, momentum and energy conserva-tion together with the non-LTE radiative transfer and population rate equations,implicitly on an adaptive mesh. The radiative transfer is treated using Scharmer'smethod (Scharmer, 1981, Scharmer and Carlsson, 1985, Carlsson, 1986). The ad-vection terms are treated using Van Leer's (1977) second order upwind scheme toensure stability and monotonicity in the presence of shocks. An adaptive mesh isused (Dor� and Drury, 1987) in order to resolve the regions where the 
uid propertiesare changing rapidly (such as in shock fronts). The equations are solved implicitlyto ensure stability in the presence of radiative energy transfer, and to have the timesteps controlled by the rate of change of the variables and not by the Courant timefor the smallest zones.We include 6 level model atoms for hydrogen and singly ionized calcium. Othercontinua are treated as background continua in LTE, using the Uppsala atmospheresprogram (Gustafsson, 1973). Our initial atmosphere is in radiative equilibrium with-out line blanketing above the convection zone (for the processes we consider) andextends 100 km into the convection zone, with a time constant divergence of theconvective energy 
ux (on a column mass scale) calculated with the Uppsala codewithout line blanketing. Basic quantities for the initial atmosphere are shown inFig. 1.Waves are driven through the atmosphere by a piston located at the bottom ofthe computational domain (100 km below �500= 1) whose velocity is taken from a3750 second sequence of Doppler shift observations in an Fe I line at �396.68 nm inthe wing of the Ca H-line (Lites et al., 1993). Two procedures have been used to
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Fig. 1. Temperature, sound speed, pressure scale height and acoustic cut o� frequency as functionsof height in the starting atmosphere. lg(column mass) is given as a secondary scale.transform these observed Doppler shifts into a piston velocity. Originally the Dopplershifts were just scaled with 0.2, which was based on a computed ampli�cation of theamplitude of a monochromatic three-minute wave from the height of the piston tothe static height of formation of the iron line (�260 km above �500=1). This pistonvelocity in the simulation produces too little low frequency power at the height of 260km to give the Doppler shifts observed there. The reason is that the ampli�cationis not constant with frequency, and in addition, there is a zero phase-shift for non-propagating low frequency modes and a non-zero phase-shift at higher frequenciesdue to the propagation time between the two heights. The second procedure takesthese e�ects into account by using the �rst simulation to calculate a transfer function,H, for the atmosphere: F [v260km] = HF [v�100km]; (1)where F [v] denotes the Fourier transform of the velocity. The piston velocities arethen obtained as vpiston = F�1(H�1F (vFe)): (2)This procedure gives velocities at 260 km that quite closely match the observedDoppler shifts in the iron line. See Section 3.3 for a discussion of the transferfunction of the atmosphere in the simulations.



50 MATS CARLSSON AND ROBERT F. STEINThere is a transmitting boundary condition at the top of the computationaldomain.The microturbulence broadening was set to a constant 2 km/s throughout theatmosphere.After this dynamic calculation is completed, we then recalculate the behavior ofthe C I, Si I, Mg I and Al I continua in non-LTE. These continua are thus included inthe energy balance in the dynamic calculation in LTE and the non-LTE calculationis done for each snap-shot of the dynamic simulation with no back-coupling onthe energy balance. The overlap between continua treated in non-LTE is treatediteratively.The model atoms of C I, Si I, Mg I and Al I are similar to those used in theVAL series of papers (Vernazza, Avrett & Loeser 1973, 1976, 1981) but with thephotoionization cross-sections updated with data from Mathisen (1984) and theopacity project (see Seaton et al., 1994 and references therein). All other opacitysources and electron donors are treated in LTE.2.1. Semi-empirical AtmosphereTo compare the physics in the dynamical simulation with the conclusions we woulddraw from a classical analysis of the time-average of the simulation, we analyze thedynamical simulation in a way similar to the construction of the VAL3 models. Thetime averaged intensity as a function of wavelength from the simulation is takenas the quantity to be reproduced by a semi-empirical model atmosphere. For anassumed temperature structure the equations of hydrostatic equilibrium, statisti-cal equilibrium and radiative transfer are solved and the computed intensities arecompared with the time average from the dynamical atmosphere. The di�erence isfed into an automatic scheme (Skartlien, 1994) that calculates the adjustment tobe made to the semi-empirical temperature structure and the process is iterated toconvergence.This optimization problem is rather ill conditioned due to the width of the in-tensity contribution functions; any change on a scale substantially smaller than thiswidth will not change the outgoing intensity. For this reason a smoothness criterionhas been imposed on the semi-empirical temperature; above the classical tempera-ture minimum the di�erence between a radiative equilibrium temperature structureand the semi-empirical temperature structure is described with a �fth order polyno-mial. Another reason for the ill-conditioned optimization problem is the fact thatsome height ranges are not represented with radiation formed there; in particularthis is true for the heights between the formation heights of the Lyman continuumand the carbon continuum.The atoms treated in non-LTE are the same as when calculating the time averageof the intensity from the dynamic simulation: hydrogen, carbon, silicon, magnesiumand aluminum.Short-ward of infrared and mm wavelengths only in the UV are continua formedabove the position of the temperature minimum in the VAL models. The semi-empirical temperature structure is thus determined by the time averaged intensitiesin the UV from 1500 �A (formed around the VAL temperature minimum) to theLyman continuum (formed in the upper chromosphere in the VAL models).



CHROMOSPHERIC DYNAMICS { NUMERICAL SIMULATIONS 51The �nal semi-empirical temperature structure is typically able to reproduce thetime averaged intensity to within 20 K in radiation temperature above 100 nm andto within 100 K in the Lyman continuum below 91.2 nm.3. Results3.1. Formation of Continuum RadiationOur inferences about the solar chromosphere are based on our analysis of the lightwe receive. To properly interpret our observations we need to know how that light isproduced. In this section we discuss the formation of the continuum radiation at fourwavelengths (the dominant bound-free opacity source given in parenthesis): 207nm(Al I), 152nm (Si I), 110nm (C I) and 91.2nm (Lyman continuum). The intensitiesdiscussed below are for the wavelength just short-ward of the respective bound-freeopacity edge. These continua span a range of heights of formation and ionizationpotentials. We will see that concepts that work well in the static photosphere donot necessarily work in the dynamic chromosphere.The contribution to the emergent intensity from a location (z; z + dz) can bewritten �I� = [S�][exp(���)][��][ndz] ; (3)a product of the source function, an attenuation factor, the cross-section and thecolumn density of emitting atoms.The source function is more or less strongly coupled to the Planck function whichis very temperature sensitive in the UV, varying as exp(�const=T ), but varies lin-early with temperature in the mm wavelength range.In a dynamic atmosphere, with shocks present, the contribution function for theintensity may be bimodal, with one peak around �� = 1 and another at a shockat smaller optical depth. The shock may make a large contribution to the inten-sity because the source function can become extremely large and outway the smallnumber density of emitting atoms at small optical depth. This is especially trueat short wavelengths where the shock temperature increase gives an exponential in-crease in the Planck function. In this case the mean height of formation may well besomewhere between the shock and optical depth one and have no relation to eitherformation region. With this in mind we now consider the detailed behavior of theAl I, Si I C I and H I continua.Figures 2{3 show the formation of the continuum intensities in the four con-tinua at two di�erent times in the dynamical simulation. The temperature is showntogether with the source function, the contribution function to the intensity, theradiation temperature of the emergent intensity and the height and monochromaticoptical depth scales.Figure 4 gives the evolution in time over a short part of the full dynamic simu-lation of 7500 seconds.The Al I continuum with its edge at 207 nm is formed deep, around lg �500 =�0:66 at a height of 92 km. The mean depth of formation is below �� =1 becausethe contribution function gives more weight to larger depths due to the outwardtemperature drop. Aluminum has a low ionization potential, so it is nearly all ionizedand Al I is not the main ionization stage. This makes the opacity very temperature
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Fig. 2. Snapshot from the dynamical simulation at t=1530 s. Temperature (thin solid line,same in all four panels), source function (dotted) and the contribution function to the intensity(thick solid) as functions of lg �500. The temperature and the source function at ��=1 are markedwith asterisks. The radiation temperature of the outgoing intensity is shown as a horizontal line.Four di�erent wavelengths are shown corresponding to the Lyman continuum at 91.2 nm (top leftpanel), C I continuum at 110 nm (top right), Si I continuum at 152 nm (bottom left) and the Al Icontinuum at 207 nm (bottom right).sensitive. The source function is slightly larger than the Planck function due to thenon-LTE over-ionization. The source function at �� = 1 is thus above the Planckfunction at that point and the emergent intensity is even higher due to the mean
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Fig. 3. As Fig. 2 but at t=1610 s.formation depth being below ��=1. These e�ects do not vary much in time and theemergent intensity, the source function and the Planck-function thus vary in phase(Fig. 4). However, because of the temperature sensitivity of the ionization stage andhence opacity, an increase in temperature produces further ionization, which leads toa smaller opacity, so one sees in deeper to yet higher temperature. Thus the variationin radiation temperature will be larger than the variations in gas temperature at themean formation height; the rms of the radiation temperature in the simulation is
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Fig. 4. The radiation temperature of the outgoing intensity (solid), the source function at ��=1(dotted) and the temperature at �� = 1 (dashed) as functions of time for a small part of thedynamical simulation for four wavelengths. The horizontal lines show the radiation temperature ofthe mean of the outgoing intensity (solid) and of the mean of the Planck function (dashed) withthe mean taken over this part of the simulation. The means from the complete simulation will beslightly di�erent. The non-linear averaging is clearly shown with the radiation temperature of theintensity mean being close to the maximum intensity and likewise for the Planck function. Thesource function varies much less than the Planck function due to the non-LTE decoupling. Theradiation temperatureof the outgoing intensity does not show the shock signature of a discontinuousrise for the same reason



CHROMOSPHERIC DYNAMICS { NUMERICAL SIMULATIONS 5540K while the rms of the gas temperature at a �xed height of 100km is 17K. Therms variation in mean formation height is 0.04 in lg �500 corresponding to 7 km.The silicon continuum at 152 nm is formed around lg �500 = �4:3 at a heightof 648 km. The rms variation in the mean height of formation is 0.11 in lg �500corresponding to 49 km. Silicon has a moderate ionization potential. Hence, nearthe formation depth, silicon is � 80% ionized. Due to the lower temperatures inthe dynamic model, compared with a classical model with a chromosphere, andthe temperature sensitivity of the silicon ionization, the formation height is sub-stantially higher than in a semi-empirical model. The source function and Planckfunction are nearly uniform in the formation region, because it is below the regionwhere shocks signi�cantly modify the temperature structure (and hence the sourcefunction) and above the region of decreasing photospheric temperatures. This layeris near the region where shocks create an instantaneous temperature increase asthey pass through. The intensity is produced close to �� = 1 (4), and the classicalcontribution function there dominates the intensity formation. There may be a sec-ondary peak in the contribution function at a shock at smaller optical depth, butsuch secondary maxima always make smaller contributions to intensity. As a result,
uctuations in the radiation temperature follow the thermal temperature at ��=1.However, the radiation temperature 
uctuations have a smaller amplitude (rms of86 K) than those in the gas temperature (rms of 210 K) due to the decoupling ofthe non-LTE source function and the Planck function.The carbon continuum at 110 nm is formed at lg �500=�5:6, just below whereshocks become strong. The rms variation in the mean height of formation is 0.32in lg �500 corresponding to 168 km. Carbon has a high ionization potential, so isnearly all neutral there. Since this is near the level of strong shock formation, thesource function responds to both the high temperatures at the shock and the lowtemperatures in their wake. However, the source function varies much less thanthe Planck function, because it is controlled by radiation, not by collisions. Theintensity contribution function is often bi-modal, with one peak near ��=1 and theother at the shock (Figs. 2{3). The radiation temperature is generally above thegas temperature at �� = 1 and does not dip as low. Only when a strong shock isformed by merging of shocks at small heights does the temperature in the wake falllow enough to make the source function follow. The radiation temperature of theemergent intensity shows a large rms variation of 165 K. The gas temperature at��=1 shows an rms variation of 636 K.The Lyman continuum at 91.2 nm is formed close to the top of the computationaldomain. The monochromatic optical depth at the top boundary is around 0.1 andthe emergent intensities will be a�ected by the treatment of the matter leaving thecomputational domain and by the absence of a magnetic canopy in the simulations(see Section 4). Keeping this in mind, the continuum radiation is formed aroundlg �500=�8 with an rms variation of 0.27 in lg �500 corresponding to 59 km in height.The source function is almost completely decoupled from the Planck function; thisgives a much smaller variation in the radiation temperature of the emergent inten-sity (rms of 256 K) than in the gas temperature at �� = 1 (rms of 1910 K). Thegas temperature shows a rapid almost discontinuous rise when the shocks pass whilethe radiation temperature shows no such shock signature due to the decoupling of



56 MATS CARLSSON AND ROBERT F. STEINthe source function from the Planck function. The timescale for hydrogen ioniza-tion/recombination is long at the height of formation of the Lyman continuum. Therecombination then takes place behind the shocks leading to a maximum radiationtemperature after the maximum gas temperature at ��=1.Continua formed in the photosphere, e.g. Al I with the edge at 207 nm, andup to about 0.5 Mm, e.g. Si I with the edge at 152 nm, thus have contributionfunctions peaked near �� = 1 and have no secondary maxima at the height whereshocks exist because the number of their atoms at that height is extremely small.The C I continuum with the edge at 110 nm is formed close to where shocks form andoften exhibits a bimodal contribution function (Figs. 2{3). Even though the numberof atoms at shock forming heights is small, the exponential temperature sensitivityof the Planck function outweighs this factor.Above the photosphere, the source function is so decoupled from the Planckfunction that variations in intensity can not be taken as a proxy for gas temperaturevariations (Fig. 4). Even in the photosphere such a one-to-one correspondence be-tween intensity variation and gas temperature variation is not possible because of thedependency of the formation height on the opacity and therefore on the temperature.3.2. Semi-empirical AtmosphereFigure 5 shows the time average of the temperature as a function of height in the dy-namical simulation as a thick solid line. This average dynamic temperature structureshows no chromospheric rise. The corresponding semi-empirical temperature struc-ture (dashed) is obtained by treating the temperature as a function of height as a freeparameter and iterating to get the best possible �t between the intensities calculatedfrom the semi-empirical model and the time average of the intensity as a function ofwavelength calculated from the dynamical simulation (see Section 2.1). Also shownin the �gure are the range of temperatures in the simulation (thin solid lines), thestarting model for the dynamical simulation (dotted) and the semi-empirical modelFALA constructed to reproduce the solar dark internetwork regions (dot-dashed)(Fontenla et al., 1993).The striking feature of Fig. 5 is that the time average of the temperature as afunction of height in the dynamical simulation shows no chromospheric tempera-ture rise while the best match semi-empirical model has a classical chromospherictemperature rise.The temperature averaging in the dynamic simulation was done for given heightsbut the result is independent of the averaging procedure. The same monotonictemperature decrease with height is obtained by averaging on �xed column masses(Lagrangian grid). Averaging the thermal energy instead of the temperature againgives the same result.Why is a semi-empirical temperature rise needed to reproduce the time-averagedintensities? Although the diagnostic continua were calculated in non-LTE as ex-plained in Section 2.1, we will nevertheless start this discussion with a test casewhere all diagnostic continua were calculated in LTE.In LTE one would expect the best match semi-empirical temperature to be closeto the maximum temperature due to the exponential temperature sensitivity of thePlanck function in the UV. This is not the case | the semi-empirical temperature
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Fig. 5. Time average of the temperature in the dynamical simulation (thick solid), the range oftemperatures in the simulation (thin solid), the semi-empirical model that gives the best �t to thetime average of the intensity as a function of wavelength calculated from the dynamical simulation(thick dashed), the starting model for the dynamical simulation (dotted) and the semi-empiricalmodel FALA (dot-dashed). The maximum temperatures are only reached in narrow shock spikes ofshort duration. The semi-empirical model giving the same intensities as the dynamical simulationshows a chromospheric temperature rise while the mean temperature in the simulation does not.lies much lower than the maximum shock temperatures even in LTE. This is partlybecause the maximum temperatures occur in very narrow shock spikes of shortduration and also because the width of the contribution function smears out thein
uence of the spikes on the intensities. The radiation temperature of the averageintensity is above the average temperature, however, because of the exponentialtemperature dependency of the Planck-function. This results in a semi-empiricaltemperature rise.In non-LTE the e�ects are much the same. The source function is partly decou-pled from the Planck-function and shows much less variation with time (see Fig. 4).However, the non-linear weighting of the higher temperatures is similar to the LTE-case and one gets a semi-empirical temperature rise. The intensities thus vary lessand have a di�erent mean radiation temperature than in the LTE case. Despitethese di�erences, the best �t semi-empirical temperature structure is very similar inLTE and non-LTE, even though the mean intensities are di�erent.



58 MATS CARLSSON AND ROBERT F. STEINThe mechanisms operating in the Lyman continuum are di�erent from the othercontinua due to the slow ionization/recombination rates. These e�ects have beenneglected for the other continua since these model atoms were not included self-consistently in the dynamic calculation (see Section 4 for a discussion of possibleconsequences of this neglect). At a given time the viscous dissipation in the shockstogether with the pressure work leads to a high temperature. This shock spike is verystrong because the long timescales for hydrogen ionization/recombination preventsthe energy from going into ionization energy (Carlsson and Stein, 1992). Hydrogen isionized further back into the post-shock region lowering the temperature. Even fur-ther back, the recombination takes place releasing the energy in the form of radiativecooling. Integrated over time at a given height, the viscous dissipation is balancedby the radiative cooling and there is no increase in the thermal energy. There is,however, an increased radiation compared with the radiative equilibrium starting at-mosphere due to the radiative cooling. The slow hydrogen ionization/recombinationthus increases the intensity and drastically lowers the amplitude of the intensityvariations.3.3. Velocity transfer functionThe velocity spectrum as a function of frequency changes with height, both in am-plitude and phase. The velocity amplitude of propagating waves increases withheight in a strati�ed atmosphere to maintain a constant 
ux as the density de-creases. Damping reduces this amplitude increase. Propagating modes also show aphase shift due to their �nite phase speed. For evanescent modes one expects moredamping but no change in phase as a function of height.We describe the change in the velocity spectrum in the simulations with a transferfunction, Hz1;z2 , de�ned as F [vz2] = Hz1;z2F [vz1]; (4)where F [vz1] denotes the Fourier transform of the velocity at height z1.The transfer function is thus a complex valued function where the absolute valuegives the ratio of velocity amplitude between the two heights and the phase givesthe (vz2 � vz1) phase di�erence.Figure 6 shows the velocity transfer function over height intervals of 100 km asa function of height in the atmosphere. The large spread in phase and amplitudeampli�cation in the bottom panels is due to low power at high frequencies at aheight of �70 km. The phase di�erence plots show the expected behaviour with nophase di�erence in the evanescent regime below the cut-o� frequency (which variesfrom 4 mHz at the bottom to 5 mHz at 300 km height, see Fig.1). The phase di�er-ence for propagating waves is what is expected from a phase speed asymptoticallyapproaching the sound speed for high frequencies. The velocity amplitude in theevanescent regime is nearly constant with height indicating strong damping, sincefor undamped waves the ampli�cation factor would be 1.3{1.7 over 100 km witha pressure scale height of 110{190 km. For higher frequencies, the ampli�cationapproaches the undamped value.The transfer function from the height of the piston to the formation height of theFe I line at �396.68 nm (about 260 km) was used to compute the piston velocity (see
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Fig. 6. Velocity transfer function over height intervals of 100 km. The large spread in phase andamplitude ampli�cation in the bottom panels is due to low power at high frequencies at a height of�70 km. The dotted line in the right panel shows the undamped ampli�cation factor exp�z=2H.section 2). Provided the transfer function is independent of the piston velocities, thisprocedure should recover the Fe I Doppler shifts as the velocity at the height 260 kmin the model. The transfer function from two di�erent velocity �elds is shown inFig. 7 together with the observed Doppler shifts and the velocities in the simulationsat the height 260 km. The transfer functions for the two di�erent velocity �elds arerather similar at low frequencies. At high frequencies there is a lot of noise due to
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Fig. 7. Velocity transfer function from the height of the piston to the formation height of theobserved Fe I line at �396.68 nm (about 260 km) with velocity ampli�cation in the top panels(dotted line: undamped ampli�cation factor of exp�z=2H), phase shift in the middle panels andthe velocity at a height of 260 km in the simulation (thick) compared with the observed Dopplershift in the Fe I line (thin). The left hand panels show the results from a piston velocity taken tobe the observed Fe I Doppler shifts scaled by 0.2. The right hand panels show the results from apiston velocity calculated with the help of the transfer function of the left panel. The observedDoppler shifts are quite well recovered except for a remaining phase shift of about 22 seconds.the small power at those frequencies at the height of the piston. The piston velocitiesused for the computations shown in the left hand panels contain more high frequencypower and less low frequency power than the piston velocities for the computationsshown in the right hand panels. This is clearly visible in the amount of noise in thetransfer function.Just scaling the observed Doppler shifts with a factor of 0.2 gives too little powerin the evanescent regime. Using this transfer function to adjust the piston velocitiesgives a good recovery of the Doppler shifts (Fig. 7, lower panels). Note, however,that the computed velocities lag the observed Doppler shifts by about 22 seconds.The velocity amplitude at 260 km height is about 10% of the local sound speed.Higher up in the atmosphere we would expect the concept of a transfer function as aproperty of the atmosphere to break down because the large amplitude perturbationsmodify the atmosphere signi�cantly.



CHROMOSPHERIC DYNAMICS { NUMERICAL SIMULATIONS 613.4. Formation of H2V bright grainsThe quasi-periodic emission in the core of the H and K lines of ionized calciumis asymmetric with often strong emission on the violet side of the line center (socalled H2V and K2V bright grains) and seldom any emission on the red side. Thisasymmetry is explained by the correlation between velocity and temperature. Wewill here go further, in an attempt to clarify what factors in
uence the separation ofthe H2 peaks and where they are formed. We will also analyze di�erent simulationsand show that the occurrence of grains is determined wholly by the velocity �eldand not by the previous history of the atmosphere. Finally, we will reveal thecharacteristics of the photospheric velocity �eld that are su�cient to create brightgrains. In the simulations we will show results for the H-line in order to be able tocompare with observations of that line.3.4.1. Formation of emergent H-line intensityThe emergent intensity is given by the formal solution of the transfer equation:I� = Z 10 S�e���d�� : (5)The intensity contribution function can thus be split into the source function, S� ,an exponential attenuation factor (e��� ) and the product of the cross{section andthe column density of emitters (d��). This formal solution can be rewritten as:I� = Z z1z0 S���e��� d ln ��dz dz: (6)Now the integration variable is geometrical height, z, and the optical depth factorshave been reorganized as: ��e��� which has a sharp peak at ��=1 and d ln ��=dz ���=��, where �� is the monochromatic opacity per volume and thus a measure ofthe density of emitting particles. This last factor is thus important when there aremany emitting particles (large ��) at small optical depth (small ��), a situation thattypically arises in the presence of strong velocity gradients. It is this factor that isresponsible for the asymmetry of the Ca II lines.In the following series of �gures (Figs. 8{12) the formation of the H2V brightgrains is shown in the form of the contribution function to intensity and the factorsentering its calculation. The �gures all have four panels with the full contributionfunction in the lower right panel and the three factors above in the three otherpanels. The functions are shown as grey-scale images as functions of frequency inthe line (given as Doppler shift) and height in the atmosphere. The image in thelower right panel is thus the product of the three other images. All panels also showthe velocity as a function of height with upward velocity positive (to the left in the�gure) and the height where �� =1 (grey line). The top right panel also shows thePlanck function (dotted) and the source function (dashed) with high values to theleft. In the bottom right panel the emergent intensity is also shown as a function offrequency. The time in seconds from the start of the simulation is shown in the topleft panel.
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Fig. 8. The formation of the H2V bright grains is shown in the form of the contribution functionto intensity (lower right) and the factors entering its calculation, d ln ��=dz (upper left), S� (upperright) and �� exp(���) (lower left). The functions are shown as grey-scale images as functions offrequency in the line (given as Doppler shift) and height in the atmosphere. In all panels are alsoshown the velocity as a function of height with upward velocity positive (to the left in the �gure)and the height where �� =1 (grey line). In the top right panel is also shown the Planck function(dotted) and the source function (dashed) with high values to the left. In the bottom right panelthe emergent intensity is also shown as a function of frequency. The time in seconds from the startof the simulation is shown in the top left panel.Figure 8 shows the situation at the start of the simulation before any waveshave traveled through the atmosphere. The atmosphere is static and the velocity iszero everywhere. The emergent intensity (lower right panel) shows no emission andall factors entering the calculation of the contribution function are symmetric withrespect to line center.
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Fig. 9. As Fig. 8 but for t=650s.Figure 9 shows the situation after 650 seconds. Several shocks have traveledthrough, there is one at 1.4 Mm and two waves behind that shock that are steepening.The source function is constant across the line at a given height, (image, upper rightpanel) because of the assumption of CRD, but is substantially below the Planckfunction due to the non-LTE decoupling (compare dotted and dashed lines, upperright panel). The ��e��� factor gives weight around �� =1 (lower left panel). Thed ln ��=dz factor gives weight to those depths where we have a velocity gradient suchthat we have large opacity at a given frequency but a small optical depth (upper leftpanel). The strongest combined e�ect is seen where the source function is also largeat 0.8 Mm. The absence of a red peak where ��=1 on the red side (at �12 km/s) isdue to the lack of opacity there since the atomic absorption pro�le has been shiftedto the blue.
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Fig. 10. As Fig. 8 but for t=670s.Figure 10 shows the situation 20 seconds later. The upper wave has become ashock and is about to merge with the top shock. Due to the non-LTE decoupling,the source function does not show an extreme maximum at that height and thedominant maximum in the contribution function is from the wave at 1 Mm thathas not quite shocked yet. There is a corresponding peak in the emergent intensitypro�le. The maxima in the upper left panel occurs where we have large velocitygradients, not at the center of the atomic absorption pro�le but close to ��=1. Thedistance from line center for the bright emission is thus set by the velocity in theimmediate post shock material plus an absorption pro�le width that is sensitive tothe microturbulence.
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Fig. 11. As Fig. 8 but for t=680s.Figure 11 shows the situation 10 seconds later. The two top shocks have nowmerged into one and the wave behind is steepening into a shock. The H2V emissioncomes from 1.2 Mm where the source function has a maximum. The top shock isabove the height where ��=1 at line center and does not give any emission. Thereis some emission coming from the line center region where ��=1 and there is stillsubstantial emitting matter (top left panel). This emission gives rise to a line coreemission peak that with time moves from blue towards red. This is a pattern oftenfound in the simulations that is not clear in the observations.



66 MATS CARLSSON AND ROBERT F. STEIN

Fig. 12. As Fig. 8 but for t=1950s. This is the time of the brightest grain.Figure 12 shows the situation 1950 seconds from the start of the simulation whenwe have the strongest grain in the simulation. The wake of an earlier strong shock,produced by the merging of several shocks, has created a strong downfall into whichanother strong shock, resulting from new shock merging, propagates. This createsa strong shock at a low height of 0.87 Mm which produces a large source functionas well as a large �� gradient which gives rise to a very strong emission.To get an asymmetric pro�le with no red peak thus requires a large velocitygradient at a small enough height that signi�cant numbers of atoms are present.The position of the violet peak is set by the amplitude of the shock plus the widthof the absorption pro�le. The brightness of the peak is set by the shock formationheight with lower height corresponding to a brighter peak.



CHROMOSPHERIC DYNAMICS { NUMERICAL SIMULATIONS 673.4.2. Comparison with observationsThe piston velocities were chosen to reproduce the measured Doppler shifts in theiron line at 396.68 nm at a given slit position in the observations by Lites et al.,1993. It is then natural to compare the computed behaviour of the H line with theseobservations. This is done in Fig. 13. The observations are not reproduced in alldetails but there is a general correspondence down to the level of individual grains.One may identify wing brightenings, periods of weak grains (e.g. t=900{1450s) andstrong bright grains (t=1450{2600s).The general agreement gives some con�dence that the simulations describe thephysical processes most important for the bright grain phenomenon. What are theimportant discrepancies between the simulations and the observations and what canbe learnt from them? The simulations show a much larger contrast with a sharptransition to a very dark, rather 
at core region. There are more details in thecore region with frequent secondary maxima. Some of this discrepancy could bedue to observational e�ects. Limited instrument resolution will cause a smearing inthe wavelength domain. Scattered light both in the instrument and by the Earth'satmosphere will decrease the contrast and mix in a signal from other spatial positionson the sun. Seeing will also contribute to the total point spread function and inaddition introduce a signal from more distant spatial points through image motion.It is almost impossible to remove these e�ects from the observations since thevarious convolutions are poorly known. An additional di�culty with including thesee�ects in 1-D simulations is the unknown spatial correlation. In lieu of a detailedstudy we just illustrate the e�ects to be expected by showing the simulation withvarious degrees of smearing in Fig. 14. Spatial smearing has been simulated bya smearing in the time domain. It is clear that the di�erence in the form of thepro�le and in contrast may be entirely due to observational e�ects. To obtain themaximum information content in the observations one thus has to spend a lot ofe�ort on minimizing scattered light and e�ects of smearing by seeing.A more robust di�erence with observations seems to be a di�erence in the timewhen the grains appear. It is possible to make an identi�cation between observedgrains and the grains in the simulations but it seems the grains in the simulationsappear somewhat later in time (roughly 30 seconds). Note, however, that the pistonvelocities do not exactly reproduce the Doppler shifts in the iron line; there is aphase di�erence of 22 seconds. Ideally, the piston velocities should be modi�ed untilthe iron line observations are matched exactly. To �rst order that would mean ashift by 22 seconds which would almost remove the discrepancy in the time of thegrains.3.4.3. Formation of the grain patternWhen do we get grains and when will there be no grains? We investigate the impor-tance of the piston velocity pattern versus the previous history of the atmosphereby performing a simulation with a 3750 second piston velocity repeated twice. Thepiston velocity at t=3750+t0 is thus identical to the piston velocity at t=t0. Theresulting H-pro�le as a function of time is shown in Fig. 15. The time evolutionhas been split into two panels with the right panel showing the second half of thesimulation. The piston velocity is thus the same at the same vertical position in
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Fig. 13. The computed Ca II H line intensity as a function of wavelength and time compared withobservations.the two panels. It takes some time to set up the typical wave pattern which is thereason why there is little development with time in the beginning. The beginningof the second half of the simulation is also atypical since there is a sudden phasejump when the velocity pattern is repeated. This is also visible in a comparison
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Fig. 14. The computed Ca II H line intensity as a function of wavelength and time compared withobservations. The leftmost panel shows the unsmeared results from the simulation. In the secondpanel the simulation has been convolved with a Gaussian point spread function with FWHM of20 seconds in the time domain and 0.066 �A (corresponding to 5 km/s) in the wavelength domain.Scattered light amounting to 1% of the continuum intensity has been added. In the third panelimage motion has been simulated by shifting the sequence in time with a random function. Thesame smearing and scattered light as in the second panel was also added.



70 MATS CARLSSON AND ROBERT F. STEINbetween the computed velocity at 260 km and the Doppler shift of the iron line: thebeginning of the second half of the simulation shows a poor match. Outside thesestartup periods, the two halves of the simulation show almost exactly the samegrain development with no pronounced grains in the time intervals 900{1450s and4650{5200s and strong grains in the time intervals 1450{2600s and 5200{6350s. Weconclude that there is no long time memory in the atmosphere and that the brightgrain pattern is completely determined by the velocity pattern.What in the velocity �eld is triggering the formation of bright grains? Expla-nations in the literature go from very high frequency waves (period on the order of30s) through the process of shock overtaking (Rammacher and Ulmschneider, 1992),three minute waves (Carlsson and Stein, 1992) to �ve minute oscillations (Kalkofenet al., 1992). To study the importance of propagating frequencies versus evanescentfrequencies we have performed two additional simulations where the piston velocitiesof the full simulation have been either low-pass or high-pass �ltered relative to thecut-o� frequency at the location of the piston (4.5 mHz). The comparison with thefull simulation is shown in Fig. 16. The simulation with only high frequencies in thepiston velocities is almost identical to the full simulation after 1600s. In the begin-ning of the time sequence there is very much increased grain activity. This is dueto wave overtaking in the unperturbed atmosphere caused by a few strong spikes inthe piston velocity �eld similar to excitation by velocity impulses (Kalkofen et al.,1992). During the period t=1000{1450s the high frequency simulation shows morepronounced grains than in the full simulation, the low frequencies modulate the be-haviour of the high frequency waves. In the period of the most pronounced grains,t=1450{2600s, the high frequency simulation shows almost identical behaviour tothe full simulation. The low frequency simulation show no grains after the �rstphase. We conclude that the propagating frequencies are most important for theformation of grains but lower frequency components in the photospheric velocity�eld modulate the behaviour.From the analysis of contribution functions (Section 3.4.1) one would expectstrong grains to be correlated with large velocity amplitudes around a height of1Mm. This is clearly shown in Fig. 17 where the velocity as a function of time isshown for eight di�erent heights in the atmosphere. The strong grain at t=1950s isfurthermore shown to be caused by a low shock-formation height (discontinuous riseof the velocity) due to the wave propagating into a region of downfall from previouswaves. It is possible to trace back the strong perturbations down to photosphericheights but the picture is not altogether simple. Waves of di�erent frequencies prop-agate at di�erent phase speeds; at the cut-o� frequency the phase speed is in�niteand the waves line up vertically, at high frequencies the phase speed approachesthe sound speed. These di�erent phase speeds at di�erent frequencies can be seenin the �gure as high frequency perturbations appearing at progressively later timeswith respect to lower frequencies. The interference of these di�erent modes producesthe velocity pattern at any given height. When we reach shock forming heights thepattern changes with the whole shock propagating at a supersonic speed. Since theshocks may propagate with di�erent speeds we may get shock overtaking but ingeneral this takes place at heights above the formation height of the grains.
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Fig. 15. The computed Ca II H line intensity as a function of wavelength for the full 7500s of thesimulation. The piston velocities repeat after 3750s and one vertical position in the two panels thushave the same piston velocity. The pattern is almost identical in the two sections of the simulationoutside the �rst startup periods.
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Fig. 16. The computed Ca II H line intensity as a function of wavelength and time for threesimulations. The right panel shows the �rst half of the full simulation while the other panels showsimulations where the piston velocities have been low-pass or high-pass �ltered at 4.5 mHz. Thelow frequency component simulation is shown in the left panel, the high frequency componentsimulation in the center panel.
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Fig. 17. Velocity as a function of time and height of the atmosphere. The height in km is indicatedin the upper left corner of each panel. The velocity has been split into the frequency componentbelow 4.5 mHz (thin) and the high frequency component above 4.5 mHz (thick). The bulk velocityis the sum of the two components. Note that the axis range is di�erent for the top three panels.Strong grains in Fig 15 are clearly correlated with times of large high frequency velocity amplitudesat 1Mm.



74 MATS CARLSSON AND ROBERT F. STEIN4. DiscussionMaybe the most important limitation of the simulations is the 1D restriction ofhorizontal homogeneity. The energy is forced to travel vertically, there is no radiativeloss horizontally and there is no interference between velocities from di�erent spatialpoints. All these e�ects can be expected to be important to the physics of the solarchromosphere but a self-consistent non-LTE radiative hydrodynamic simulation inmore than one dimension is currently outside the computational possibilities. Theobserved spatial extent of bright grains is a few arcseconds similar to the totalvertical extent of the simulation. A 1D description can therefore be expected toshow some resemblance to the real sun, a view supported by the close resemblanceof the simulations to observations of high spatial resolution. We thus feel that wecan learn something about the real sun from the simulations but warn against over-interpretations.The simulations aim at describing the non-magnetic internetwork regions of thesun. At some height this distinction between non-magnetic and magnetic regionshas to break down with the spreading of the magnetic �elds. Such a canopy hasnot been included in the simulations and for large heights one has to be increasinglycareful with comparisons with observations. Re
ections from hot material containedin magnetic regions above the internetwork may also in
uence the non-magneticregions we aim at simulating.The simulations were done neglecting the e�ects of line-blanketing. This willcertainly a�ect the non-LTE statistical equilibrium of our diagnostic continua (UVoverionization will be reduced) and the time variation of the radiation temperatures.We do not, however, expect a large e�ect on the deduced semi-empirical temperaturestructure based on the fact that both non-LTE and LTE modeling of the diagnosticcontinua result in the same semi-empirical model atmosphere. The neglect of line-blanketing will also a�ect the temperature structure in the upper photosphere in theinitial model and also the amount of radiative damping and therefore the transferfunction of the atmosphere. The neglect of cooling from CO has similar e�ects.The transfer function of the atmosphere is furthermore a�ected by our treatmentof the dynamic response of the convective 
ux divergence. We have assumed aconstant convective energy 
ux divergence per gram on a Lagrangian scale. Basedon inspections of 3D simulations of convection (Stein & Nordlund 1993, privatecommunication) this is a reasonable approximation.The limited numerical resolution will especially a�ect higher frequencies. Theadaptive grid moves grid-points into shock regions but the resolution of waves start-ing to develop is limited. At the height of the piston the distance between grid-pointsis 1 km, increasing to 20 km above 300 km height. With ten points per wavelength,this corresponds to a maximum frequency of waves resolved everywhere of 30 mHz,and the numerical resolution should thus not much a�ect the high frequency wavesbefore they start to shock.The upper boundary condition aims at being transparent. During the timespanof the simulation, signi�cant mass 
ows out of the boundary (after 7500 seconds4�10�4 g cm�2). This has been taken into account by increasing the column massof the top point correspondingly but no e�ect has been included on the pressure. Themass above the computational domain is thus not supported by the atmosphere in
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ow matter is also assumed to be transparent; no additionalopacity is added in. A study of the e�ects of these assumptions on the results isbeing carried out.Complete redistribution (CRD) has been assumed for all transitions. The Ca II Hand K pro�les will be a�ected by the neglect of partial redistribution (PRD). Detailsin the computed pro�les, especially peak intensities and the inner wing intensity,should therefore be treated with caution. A proper PRD treatment would involveangle dependent redistribution. Such a study is planned.Long timescales for ionization/recombination were neglected for all elements nottreated self-consistently in the dynamic simulation (all important opacity contrib-utors except hydrogen). One would expect these e�ects to give increased recombi-nation behind shocks leading to a smaller amplitude for the radiation temperaturevariations with time. A general increased mean intensity could also be the resultgiving a higher semi-empirical temperature.5. ConclusionsOne main result is that the observed enhanced emission in magnetic �eld free inter-network regions can be produced by temporally varying waves that generate shortintervals of high temperatures, without any increase in the average temperaturestructure. Because of the exponential dependence of the Planck function on tem-perature in the ultra-violet, although non-LTE source functions exhibit less sensitiv-ity, these short intervals of high temperature dominate the time averaged intensity.Hence, the radiation temperature represents preponderantly the peaks in the gastemperature rather than its mean value. Because of this non-linear dependence ofthe Planck function on temperature, the radiation temperature of the mean intensityin the UV is more than the average of the radiation temperature. In addition, non-LTE e�ects can either increase or decrease the magnitude of intensity 
uctuationscompared to the magnitude of the temperature 
uctuations.The extra energy that is radiated away in the observed emission comes primarilyfrom the energy dissipated by the wave motions, which goes directly into radia-tion without passing through a mediating state of enhanced mean thermal energy.The gas pressure work, PdV, goes primarily into changes in internal energy andgravitational energy.Signi�cant di�erences exist between hydrostatic model atmospheres and the av-erage state of a dynamic atmosphere. The contribution function for the intensityin a dynamic atmosphere may be bimodal with one peak around ��=1 and anotherat a shock at smaller optical depth. The mean height of formation will then bebetween those regions and have no relation to either formation region. Therefore,static formation heights and contribution functions can not be used for analyzingobservations of chromospheric continua and lines. The source function is more andmore decoupled from the local Planck function the higher in the atmosphere thecontinuum is formed. This means that the source function shows much less varia-tion in time than the local temperature. Due to the non-LTE decoupling and alsobecause of the width of the contribution functions, the emergent intensity does notshow the discontinuous rise signature of shock waves even for the continua formed



76 MATS CARLSSON AND ROBERT F. STEINwhere the shocks are strong.Above the photosphere, the source function is so decoupled from the Planckfunction that variations in intensity can not be taken as a proxy for gas temperaturevariations. Even in the photosphere such a one-to-one correspondence between in-tensity variation and gas temperature variation is not possible because the formationheight depends on the opacity and therefore on the temperature.The modi�cation of velocity amplitude and phase as a function of frequency anddepth in the atmosphere can be described with a transfer function. This functionis rather insensitive to the input velocity �eld up to heights of a few hundred kilo-meters but depends on the physics included in the model such as the treatmentof line-blanketing and the treatment of the dynamic response of convective energytransport. Evanescent modes are strongly damped while higher frequencies are rel-atively undamped. By using the derived transfer function it is possible to constructpiston velocities that give velocities higher in the atmosphere that match observedDoppler shifts rather well.The simulations closely match the observed behaviour of Ca II H2V bright grainsdown to the level of individual grains. The asymmetry of the line pro�le is due tovelocity gradients near 1Mm above where �500=1. Regions with high opacity and alarge source function (and therefore high emissivity) are Doppler shifted to frequen-cies where there is little matter above to absorb the radiation. The corresponding redpeak is absent because of small opacity at the source function maximum. The bright-ness of the violet peak depends on the height of shock formation; if waves propagateinto strongly downfalling matter this formation height may be below 1Mm where thehigh densities will cause strong emission. The position in wavelength of the brightviolet peak depends on the bulk velocity at the shock peak and the width of theatomic absorption pro�le (described with the microturbulence fudge parameter).The grain pattern is completely set by the velocity pattern of the piston. Whenthe piston velocity pattern is repeated, the grain pattern also repeats. Both photo-spheric modes above and below the cut-o� frequency in
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